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Advanced Methods for partitioning and sharding data - Latest developments
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Agenda
● Alternate Schools of scale-up
● Numbers everyone should know - 2019 Review
● New Improvements in hardware favouring sharding

○ New trends in SSDs and Non-Volatile memory
○ Hyper Convergence

● PostgreSQL Performance Numbers everyone should know
● PostgreSQL Partitioning
● PostgreSQL simple sharding and new improvements
● Advanced sharding options
● Externally shared systems.
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Alternate Schools
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Alternate Schools of thoughts

1. Expensive Big monolithic systems
- More memory, Processing, faster storage

2. Standbys and Reporting-Read Split 
3. Multi master cluster
a. Shared disk clusters
b. Mutual replication clusters
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Ever evolving Hardware
Important changes in hardware that affect the database design
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Courtesy : Jeff Dean, Google
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NUMA
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Storage connectivity
● IDE - ATA (Parallel ATA)
● SATA

● HBA Cards

SCSI - The SCSI standards define commands, protocols, electrical, optical and logical 
interfaces

● Cables/Wires and their limitations of transporting data
● Laws of Physics and Noise
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● 500k to I Million IOPs
● M.2 overcoming the Limitations of older interface

They can bring data closer to processing reducing latency
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Persistent Memory over DIMM

● byte-addressable 
● persistent memory DIMMs 
● DDR4 bus interface
● New Processors and new 

instruction set

Optane DC persistent memory
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Why Storage

A database is all about persistently store data and retrive data
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Database performance numbers
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Single node NVMe
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local vs remote storage

4x

10K
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Key Points
Separating storage and accessing the remote storage is getting 
as bad as accessing remote RAM

● Storages is getting faster and faster today
● Local storage is becoming more important
● Bigger memory is not efficient

Importance of Independent Computing Units
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Partitioning
Getting maximum out of single node
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Partitioning Advantages

Partition pruning

Added Advantages:
● Small Working-set of data
● Small indexes
● Vacuum benefits
● Retention policies
● Tablespaces and different disks
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Impact on Vacuum

● Typically vacuum kicks in when you have 20% dead tuples.
■ 100 GB table can have 20GB dead tuples

● lots of data it need to hold and process in maintenance_work_mem and 
complexity of indexes.

Traditional Solutions:
● DBAs tweeks Autovacuum parameters the for aggressiveness. 
● IO overhead of scanning the table and indexes more frequently 
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Impact on Memory

Handling bigger tables and associated bigger index requires more memory.
Undivided data = Bigger active data set.
Strategy of fitting active dataset into shared_buffers 

Risk of falling from the cliff of bigger shared_buffers.
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Partitioning automation : pg_partman

SELECT create_parent(table_name …)
● Partitioning for older versions of pg.
● Currently supports native partitioning
● Adds and deletes partitioning
● Background worker for partition maintenance

 pg_partmaint - Super Simple partition maintenance for native partitioning
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Simple Shards
Application level shards and postgres_fdw as a sharding solution
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Application level shards
● Application awareness
● Avoid statement routing.
● Isolating unavailability.
● Application + DB scaling.
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Sharding using Buit-in Features
Advancements in :

Postgres_fdw + Partitioning + Parallelism 
● Individual partitions can be foreign tables

Postgres_fdw feature
● Predicate pushdown
● Aggregate pushdown
● Join pushdown
● Partition Wise join

Areas to improve
● Parallel execution
● smarter planner
● DMLs

CREATE FOREIGN TABLE [ IF NOT 
EXISTS ] table_name
  PARTITION OF parent_table [ (
  { column_name [ WITH OPTIONS ] 
[ column_constraint [ ... ] ]
    | table_constraint }
    [, ... ]
) ] partition_bound_spec
  SERVER server_name
[ OPTIONS ( option 'value' [, ... 
] ) ]
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Advanced Sharding
Extending PostgreSQL
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Extensions for PostgreSQL
● Pg_shard and Citus data
● Timescale DB
● External databases and FDWs
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pg_shard
● Data is cut into small chunks and distributed into worker 

nodes
○ Each table is splitted into many shards.

● Worker nodes stores data.
○ One shard of a table is one table in the worker node.
○ Automatically shard tables are named

● Metadata server - coordinator node 
○ Holds repository about shards (only few MBs)
○ where we create extension and shard table.
○ Place to send queries
○ Queries are analyzed to find out the right shard.



© 2019 Percona29

Citus Extension
 Implemented as an Extension

▪ Go deep into PostgreSQL extension API to override query planner
▪ Query will be planned for shards.
▪ Data load will get faster to shared cluster (millions of TPS is easy) 

due to parallel load
▪ OLAP Load and Roll-up tables 

SELECT create_distributed_table(table_name,colum_name
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Time Series Data

Implication

● Large Volume of data
● Primary key cannot be 

timestamp in general. 
● Need an 

secondary index - 
B-tree

Architecture

● Past and Present
● Ledger

Applications

● Universally applicable
● IOT
● Monitoring
● Weather
● Satelite

When you update a data, you are losing old data



© 2019 Percona31



© 2019 Percona32

TimescaleDB

● Addresses many of the limitations of NoSQL databases.
● Full PostgreSQL and SQL features.
● Good Abstraction of underlying complexity and exposes table for application.
● High Insert performance
● Hypertable
● Right-size chunks
● Transparent disk addition
● Intelligent push down
● Custom UDFs
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Externally Sharded data
External Data using FDWs
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MongoDB and Mongo_fdw

● NoSQL - Doc store
● Growing
● Designed for sharding

● Collections as Tables
● Full Capable SQL
● MongoDB sharded cluster as distributed “Storage engine”
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Clickhouse db

https://clickhouse.yandex/
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Clickhouse db

● Column Store
● Linearly scalable
● High compression
● SIMD instruction
● Distributed engine

clickhousedb_fdw
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Thank You
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Summary

● Dividing the data into small chunks through partitioning and sharding is the way to 
handle large volume of data. 

● PostgreSQL as an ecosystem, offer large varieties of solutions.
● Developments in hardware especially storage, is pushing or small computation 

units associated storage it required.


