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Hello, I’m Sanketh 

● Bangalore, India -> Lowell, Massachusetts

● Engineering Manager at Datadog - MaRS

● Racket Sports (Pickleball!!) 

● Traveling/Outdoors (Hiked Half Dome)  
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Enabling data analysis at scale
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Platform at Datadog
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We deal with large amounts of Data 

Strong affinity to use and contribute to open source products

Core Database engines are integral to a reliable platform

Platform teams enable faster iterations for Product
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Platform - Going back a couple of yearsPlatform - Going back a couple of years

Lots of teams had data in 
Postgres 
It’s just easy, reliable and open source
• Community support is strong

• Teams had experience administering it
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Platform - Going back a couple of years

Lots of teams had data in 
Postgres 
It’s just easy, reliable and open source
• Community support is strong

• Teams had experience administering it

Investing in PGK platform
Lot’s of flexibility with architecture
• Growth necessitated structure 

• Upgrade legacy and break monoliths



Platform - Going back a couple of years

Search was increasingly important
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Platform - Going back a couple of years

Search was increasingly important
Lot’s of Datadog UI’s have search bars
• Search limitations with Postgres   

• Search queries not intuitive
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Platform - Going back a couple of years

Search was increasingly important
Lot’s of Datadog UI’s have search bars
• Search limitations with Postgres   

• Search queries not intuitive

Same data was needed by multiple 
teams
Varying requirements
• Different targets

• Challenges with  tightly coupled integrations 
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Requirements
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Replicate data from 
Postgres

Target systems can 
vary  

Scalable & Reliable



Logical Replication - An obvious choice
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Data Replication - Postgres
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Synchronous
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Data Replication - Postgres

Synchronous Replication

Primary and secondary systems are 
synchronous

• Strongly consistent

• Less components to manage

• Less Flexible

• More prone to flakiness

Ex: PG -> PG Replication, PGSync



Data Replication - Postgres
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AsynchronousSynchronous
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Synchronous Replication Asynchronous Replication

Level 1, no bullet at 18pt. Lorem ipsum dolor 
sit amet, consectetur adipiscing elit, sed do  
eiusmod tempor incididunt ut labore et dolore 

• Second level, bullet 18pt
• Third level at 16pt
• Fourth level at 14pt

• Fifth level at 14pt

The subscriber is closer to Postgres

• Scalable

• Reliable

• More moving pieces

• Less consistent

Ex: Debezium based replication

Synchronous Replication

Data flow between primary and secondary 
systems is synchronous

• Strongly consistent

• Less components to manage

• Less Flexible

• More prone to flakiness

Ex: PG -> PG Replication, PGSync

Data Replication - Postgres



Data Replication - Using Debezium
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Requirements
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Replicate data from 
Postgres 

Target systems can 
vary  

Scalable & Reliable



Data Replication - Platform Challenges
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Schemas Customization

Metrics/TracesProvisioning



Provisioning
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1. PG Operations
High margin for error



Provisioning

25

1. PG Operations
High margin for error

2. Repetitive User Asks
Region isolation -> provision 
everything everywhere
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Provisioning - Solutions

Build automation for repetitive tasks

Focus on this right after initial 1-2 users

Start small - Doesn’t need to be perfect



Metrics/Traces
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1. Unified metrics view is 
useful

2. Users care about E2E 
latency 

3. Tracing a request 
through the pipeline
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Metrics/Traces - Solutions
1. Metrics Unified View

 Datadog
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Metrics/Traces - Solutions

End to End latency is not trivial to measure 

One way is to get the time diff through a field

You could update or use external datastore to update latency

2. Measuring latency
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Metrics/Traces - Solutions
3. Tracing a request - Distributed Tracing

Debezium offers to create 
traces - ActiveTracingSpan 
SMT

Set parent ID in the span for 
each component
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Metrics/Traces - Solutions
3. Tracing a request - Datadog Traces

Application
PG write
Debezium read

Sink



Schemas
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1. DDL’s not supported 
through replication

2. Relational structure 
broken after PG
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Schemas - Solutions
1. Use a Schema Enforcer
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Schemas - Solutions
2. Enforce Validations 



Customization
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1. Teams want a flavor of 
your platform

2. How do you handle 
multiple requests from 
teams?
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Customization - Solutions

Generalize your platform

White gloved support is unavoidable

Think about if a feature is a right fit for your platform



A Use Case at Datadog - Problem
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A Use Case at Datadog - Solution
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Results
● 41% Average decrease in p90 load times 
● Customers saw a drop in latency up to 95%+ with some loads dropping from ~27s to ~1s
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An Architecture That Didn’t Work
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Takeaways

Architecture is important

Shared WAL is a bottleneck we live with

Build Generalizable solutions that can scale



Thank you!
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